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Machine Translation with Bilingual Features

SHENGXIANG GAO, JIHAO HUANG, MINGYA XUE, ZHENGTAO YU, ZHUO WANG,

and YANG ZHANG, School of Information Engineering and Automation, Kunming University of Science

and Technology, China

Because of the scarcity of bilingual corpora, current Chinese–Vietnamese machine translation is far from

satisfactory. Considering the differences between Chinese and Vietnamese, we investigate whether linguistic

differences can be used to supervise machine translation and propose a method of syntax-based Chinese–

Vietnamese tree-to-tree statistical machine translation with bilingual features. Analyzing the syntax differ-

ences between Chinese and Vietnamese, we define some linguistic difference-based rules, such as attributive

position, time adverbial position, and locative adverbial position, and create rewards for similar rules. These

rewards are integrated into the extraction of tree-to-tree translation rules, and we optimize the pruning of

the search space during the decoding phase. The experiments on Chinese–Vietnamese bilingual sentence

translation show that the proposed method performs better than several compared methods. Further, the

results show that syntactic difference features, with search pruning, can improve the accuracy of machine

translation without degrading the efficiency.
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1 INTRODUCTION

Machine translation is the most effective way to promote cross-language communication. In
recent years, data-driven machine-translation methods, such as statistical machine translation
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and neural machine translation, have made good progress. For neural machine translation,
Kalchbrenner et al. [1] proposed a translation model based on recurrent neural networks. It
unified learning and modeling for encoding and decoding. Sutskever et al. [2] and Bahndanau
et al. [3] introduced an attention mechanism to improve the performance of RNN model greatly.
Much research on modeling and knowledge fusion in neural machine translation has also made
great progress [4–6]. Based on the scale of tens of millions of bilingual corpora, Google has
launched a variety of world mainstream language neural machine-translation systems including
Chinese-English translation, which basically achieves or closes the level of human translation in
some translation tasks [7]. Neural machine translation has a significant effect under large-scale
bilingual sentence pairs. But for resource-poor languages, such as Chinese-Vietnamese, Chinese-
Thai, Chinese-Burmese, Chinese-Cambodian, Chinese-Laotian, and so on, due to the scarcity of
bilingual sentence pairs, neural machine translation has not shown to be good or effective.
Syntax-based statistical machine translation is in the mainstream of statistical machine-

translation research in recent years. Themain idea is to introduce syntactic constraints on the basis
of traditional phrase-based translation model to improve the effect of statistical machine transla-
tion. Chiang et al. [8] proposed a hierarchical phrase-based statistical machine-translation model
that uses synchronous context-free grammar. Galley et al. [9] proposed a context-rich syntax-based
translation model. Zhang et al. [10] extended a string-to-tree model using fuzzy methods. Liu et al.
[11] proposed a tree-to-string alignment template, taking source-side syntax into consideration.
In addition, References [12–16] proposed some syntax-based machine-translation methods based
on tree-to-string, tree-to-tree, and sub-tree alignment models, respectively. These models mainly
explore the use of different syntactic information and have achieved good translation results.
Chinese-Vietnamese machine translation is a typical resource-scarce language machine trans-

lation. At present, there is relatively little research work, and many studies mainly focus on
phrase-based statistical machine translation. Tran et al. [17] mainly explored a statistical machine-
translation method based on character-level and word-level of Chinese and Vietnamese. They also
carried out in-depth research on unknown words of named entities and organization names and
achieved good results. References [18–20] fused Vietnamese postposition characteristics to a de-
coding process of a phrase-based machine-translation model. As a result, it has enhanced the per-
formance of Chinese-Vietnamese machine translation. In addition, Ha [21] proposed a pivot-based
Chinese-Vietnamese machine-translation method. It used Chinese as the pivot to translate Viet-
namese syllables into Chinese characters one-by-one. After, the Chinese characters, under the
application of Chinese grammar, were combined as grammatical sentences. At present, corpora-
tions such as Google, Baidu, Microsoft, and Sogou have developed Chinese-Vietnamese online
translation systems.1 But, in terms of accuracy, they are still far from practical.

Due to the difficult construction of a Chinese and Vietnamese bilingual corpus and the rela-
tively high cost, Chinese-Vietnamese machine translation still faces the problem of small-scale
bilingual corpus. Compared with language structure, Chinese and Vietnamese have certain differ-
ences in language grammar, such as, in Vietnamese, attributive postposition and adverbial postpo-
sition; that modifier to a central word has a certain order of modification and so on. This syntactic
knowledge has an important impact on bilingual translation, or should be said to translation mod-
eling. It is a worthwhile discussion to integrate language-difference features into model training
and the decoding process to improve translating accuracy and performance. Therefore, on the
basis of an in-depth analysis to bilingual language differences, this article proposes a syntax-based

1Google online translation: http://translate.google.com.

Baidu translator: http://fanyi.baidu.com/translate.

Sogou translation: http://fanyi.sogou.com.
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Table 1. Vietnamese-Chinese Word Order Differences

Chinese-Vietnamese tree-to-tree statistical machine-translation method. It makes full use of both
source-side syntax and target-side syntax, fuses bilingual features, and constructs a syntax-based
translation model to improve the performance of Chinese-Vietnamese machine translation.
The main contributions of this article are as follows:

(1) Linguistic differences between Chinese and Vietnamese are analyzed and formalized to fit
a log-linear translation model.

(2) The minimal rule extraction is introduced, and rewards or penalties based on linguistic
differences are used to improve the accuracy of rule extraction.

(3) The decoding performance of the model is improved by pruning based on linguistic
features.

The proposed method is compared with several baseline versions. The results show that syntac-
tic difference features along with search pruning can improve the accuracy of Chinese-Vietnamese
machine translation without degrading the efficiency of the method.

2 CHINESE-VIETNAMESE BILINGUAL DIFFERENCES AND FORMALIZATION

Chinese is a Sino-Tibetan language family, and Vietnamese is an Austroasiatic language. Chinese
and Vietnamese have similarities and differences in grammar. They can guide translation well and
require detailed analysis and formal definition.
The greatest similarity between the two languages is that their main sentence components are

in the same order. That is, they both have subject–verb–object structure. For example, a Chinese
sentence “ (she is a girl)” translated to Vietnamese is “Cô(she) là (is) cô gái (girl).”

Themost significant difference between the two languages is that the order of the modifier word
and central word is completely opposite [22]. For example, the Chinese phrase, “ (beau-
tiful girl)” is “cô gái (girl) đe.p (beautiful)” in Vietnamese. In Chinese, the order of descriptive multi-
tiered attributive modifiers is as follows: (i) predicate phrases, (ii) verbs (phrases)/prepositional
phrases, (iii) adjective phrases and other descriptive phrases, and (iv) adjective and descriptive
nouns without “ .” In Vietnamese, the order of descriptive multi-tiered attributive modifiers is
the reverse. That is, the order of descriptive attributives in Chinese is (i), (ii), (iii), and (iv), while in
Vietnamese it is (iv), (iii), (ii), and (i). Table 1 shows two examples of word orders in Vietnamese
and in Chinese.
Vietnamese grammatical features can be summarized as follows:

(1) An adverb modifying a verb is located behind the verb.
(2) An adverb modifying an adjective is located behind the adjective.
(3) An adjective modifying a noun or nominal phrase is located behind the noun or nominal

phrase.
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(4) When multiple adjectives modify a noun or noun phrase, they are placed behind the mod-
ified noun, and their order is the reverse order of the corresponding Chinese sequences.

Therefore, two general translation principles can be obtained: (i) In Vietnamese, all themodifiers
are located behind the modified word. And the modifier and the modified word are sequential.
(ii) In Chinese, all the modifiers are located before the modified word. And the modified word and
the modifier are sequential. For the grammatical differences between Chinese and Vietnamese, the
following three feature rewards are proposed:

(1) Attributive postposition reward AD(d). In contrast to Chinese, Vietnamese attributive po-
sition is usually behind the main word, as follows rule:
NP(ADJP NP)→ NP(NP ADJP).

(2) Time adverbial postposition reward TD(d). Time adverbial in Vietnamese occurs, at the
opposite order to Chinese sequences, behind the main word, as follows rule:
NP(NT VP)→ NP(VP NT).

(3) Locative adverbial postposition reward LD(d). In contrast to Chinese, the locative adver-
bial in Vietnamese is usually located behind the predicate verb as follows rule:
NP(ADVP NP)→NP(NP ADVP).

Three corresponding template rules are put into the template corpus. Here, NP, ADJP, NT, VP,
and ADVP stand for noun phrase, adjective phrase, noun time, verb phrase, and adverbial phrase,
respectively.
In training parameter phase, the templates that conform to the template corpus are rewarded

and the other rules remain unrewarded. This not only ensures the integrity of the rules, but also
improves their accuracy.

3 THE PROPOSED TRANSLATION MODEL

To make full use of syntactic information and linguistic differences between Chinese and Viet-
namese, this article, on the basis of tree-to-tree statistical machine-translation model, explores the
integration of Chinese-Vietnamese linguistic differences with a syntax-based translation model.
There are many advantages to using a syntax-based model when only a small amount of data is
available. For example, consider the Chinese phrase “ ” and assume that the word
“ ” does not appear in the training corpus. In this case, if we use a word- or phrase-based
model, the error that occurs when decoding “ ” can affect the following decoding of “ ”
and “ ”. In contrast, when using a syntax-based model, the decoding is totally different. De-
coding from a derivation is likely to generate the NP node properly, and as a result, the error that
occurs when decoding “ ” would not affect the remainder of the phrase. In addition, using
syntax in a translation model can enable a complicated reordering problem to be solved.
The work, at first, preprocesses during tree-to-tree translation rule extraction to remove those

rules that do not conform to the language differences. In the model training phase, it rewards
those features that satisfy the translation rules and increases their weights. Strong constraints
on the syntax tree lead to too few rules, which reduce its ability to handle more varied linguistic
information. Hence, we use the strategy of combining and generalizing rules to expand the rule
base; that is, to extract the smallest rules, to formalize the conditions of combining them, to
combine them, and then utilize the source language phrase information to do fuzzy matching,
and finally to expand the rule base. In the process of decoding, we optimize the pruning of
candidate translations that do not conform to the language differences and integrate the language
differences into the model to improve the Chinese-Vietnamese machine-translation efficiency.

ACM Trans. Asian Low-Resour. Lang. Inf. Process., Vol. 18, No. 4, Article 36. Publication date: May 2019.
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Fig. 1. Chinese-Vietnamese phrase syntax tree alignment information.

Table 2. Chinese-Vietnamese Syntax Rules Extracted from the Example in Figure 1

Source side rule→ Target side rule
PN(I)→ PN(Tôi)
VP(VC(am)NP)→ VP(VC(là)NP)
NP(NR(Vietnamese)NN(oversea student)→ NP(NN(lưu hn. c sinh)NR(Việt Nam))

3.1 Alignment and Rule Extraction

3.1.1 Minimal Rule Extraction and Optimization. To extract the translation rules, the Chinese
and Vietnamese languages were syntactically analyzed using 100,000 aligned words and 50,000
aligned sentences from a Chinese and Vietnamese bilingual corpus, which was prepared by re-
searchers in our laboratory. Then, according to the concepts presented in Reference [9], the result
of word alignmentwas used to obtain the correspondence between the source- and target-language
tree nodes. In addition, the syntax sub trees are extracted by finding the boundary nodes. The
cut boundary position (node) can clearly distinguish between different sub-tree fragments so the
alignment between the source or target language fragments can be determined. A one-to-one cor-
respondence between the nonterminal boundary nodes of the smallest sub-tree fragment of any
root node on both sides is needed to construct a rule.
Figure 1 shows an example of a Chinese-Vietnamese sentence tree alignment. The Chinese sen-

tence is “ ” (I am a Vietnamese student), and the Vietnamese version is “tôi (I)
là (am) lưu hn. c sinh (overseas student) Việt Nam (Vietnamese).” Using the method
above, the rules can be extracted and then synchronous tree substitution grammar can be used to
deduce the minimum rules. The obtained rules are shown in Table 2.
We define the corresponding features on each existing rule to calculate the translation

probabilities.
However, the strong constraints of the syntax tree will lead to some extracted rules not conform-

ing to the Chinese-Vietnamese grammatical differences. These rules will introduce many errors
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into the decoding process. Hence, we should remove the rules that do not conform to the language
characteristics before the rule extraction completion.
To use the above inductive three template rules, attributive postposition, time adverbial post-

position, and locative adverbial postposition, we define an evaluation function ∂ to evaluate the
extracted rules.

∂ =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪
⎩

NP (ADJP NP ) → NP (NP ADJP )
NP (NT VP ) → NP (VP NT )
NP (ADVP NP ) → NP (NP ADVP )
delete

. (1)

Rule evaluation is divided into two steps:

(1) Identify a rule; if it conforms to the first three expressions in function ∂, then to do con-
tinuous matching; otherwise, the rule is ignored.

(2) The continuousmatching rule should be deleted once it does not conform to the definition.

3.1.2 Rule Combination. When extracting syntax tree rules, the principle of rule combination
synchronously combines the extracted minimum number of rules. A minimum rule is defined as
one that is extracted only from the boundary nodes; that is, it is a fragment of the sub tree. However,
each tree often contains a large amount of syntactic information, so we should use a combination
of rules to expand the rule base. The algorithm for combined minimum extraction rules uses dy-
namic programming. Because of limited computing resources, we present four constraints for a
rule combination:

(1) The depth of a combination rule cannot exceed the height of tree h.
(2) The terminal number of leaf nodes cannot exceed c .
(3) The number of trees in a rule is not greater than d .
(4) A combination rule is a collection of up to two or three initial rules.

Here, h is the original syntax tree. These constraints can effectively improve the efficiency of
the algorithm. To a certain extent, the size of the rule base is enlarged, and the model can be easily
implemented by adjusting the values of parameters c and d .

For example, in Table 2, we have rule 2: VP (VC “ (am)” NP)→ VP (VC (là) NP) and rule 3: NP
(NR “ (Vietnamese)” NN “ (Oversea Student)”→NP (NN (lưu hn. c sinh) NR (Việt Nam)),
on syntax tree VP (VC NP). We can combine these rules to produce the following combination
rule 4: VP(VC “ (am)” NP((NR “ (Vietnamese)” NN “ (Oversea Student)”))→ VP (VC
(là) NP (NN (lưu hn. c sinh) NR (Việt Nam))).

3.1.3 Rule Generalization. On a limited Chinese-Vietnamese corpus, the syntax rules extracted
from the tree-based translation model are also limited. To expand the coverage, we propose two
simple fuzzy-matching-based methods to transform the source language phrases into tree-to-tree
translation rules and enrich the extracted rule base.
References [11] and [23] use bilingual phrases to improve the performance of tree-to-string

models and forest-to-string models. However, it is difficult to integrate bilingual phrases into a
tree translation model to solve the problem of poor rule coverage. Therefore, we use the syntax
structure of the source and target languages to facilitate the decoding process and translate the
source language phrases into tree-to-tree translation rules, which are more easily integrated into
our tree-to-tree model.
In traditional tree-based decoding, the source-end rules exactly match the source tree. There-

fore, if we want to use a source language phrase, theoretically, the corresponding grammatical
structure, such as a tree-based model, must be used to express it. However, experience shows that

ACM Trans. Asian Low-Resour. Lang. Inf. Process., Vol. 18, No. 4, Article 36. Publication date: May 2019.
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Fig. 2. Rule generalization.

accurate matching can harm the quality of the translation. Therefore, instead of using grammatical
structure, an appropriate grammar category will be better, which has been proved that this is nec-
essary and effective for translation [24]. When decoding with these source phrases, the internal
structure of the translated sub tree is ignored as long as the leaf nodes and root node match the
rules of the sub tree, as shown in Figure 2.
We use Syntax Augmented Machine Translation via chart parsing (SAMT) proposed by Ref-

erence [25], where each phrase can be associated with the corresponding syntax category. For
example, as shown in Figure 2, “discuss it with them” is not a syntax sub tree, but we can define
the rule PP*VP using the annotation method in Reference [24].

Normally, if we perform an exact match, we do not enumerate this rule because rule C does not
match the tree structure. We maximize the source language phrase information using the fuzzy
matching method, which has been successfully applied in translation models based on hierarchi-
cal phrases [26] and the string-to-tree model [24]. Using the fuzzy matching method, we express
each syntax rule of SAMT with a vector F, which captures the underlying syntactic information.
Drawing on the methods proposed by Reference [26], the similar degree between two syntax rules
can be calculated by using dot product as follows:

F̄ (c ) · F̄ (c ′) =
∑

1≤i≤n
fi (c ) fi (c

′). (2)

Where F(c) and F(c′) are normalized feature vectors, representing the tag sequences of c and c ′,
respectively. c is a syntax rule and c ′ is another syntax rule. The advantage of using real-valued
feature vectors is that the degree of similarity between two tag sequences in the space of latent
syntax categories can be simply computed as the dot product of their feature vectors. This produces
a similarity score range from 0 (completely different syntax) to 1 (completely identical syntax).
Using the SAMT syntax, a corresponding real vector represents the original source language

phrase. In the decoding process, we consider all possible source language phrases to calculate
the similarity between the phrase category and the syntax structure for a head node. Then, the
similarity score is incorporated into the model as a function (called a similarity score function).

3.2 Feature Set and Parameter Training

3.2.1 Definition of a Feature Set. We also need to define the features of each rule derivation and
use them to calculate translation probabilities. Following References [8] and [27], we consider the
following features of the overall translation process:

ACM Trans. Asian Low-Resour. Lang. Inf. Process., Vol. 18, No. 4, Article 36. Publication date: May 2019.
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(h1) Phrase translation probability. A translation probability of leaf-node sequences that cor-
respond to source language sub tree and target language sub tree, respectively.

(h2) Lexical weight. That is the intensity between word corresponding relationships of leaf
nodes. Given a rule and theword alignment between the corresponding source and target
words, we can define the lexical weight from the source language to the target language
as follows:

Pr
lex

(tr |sr ,a) =
m∏

i=1

1

|{j |(i, j ) ∈ a}|
∑

∀(i, j )∈a
w (ti |sj ). (3)

(h3) Rule probability based on the root node syntax tag, denoted as Pr(r |root(r )), where r is
the tree-to-tree translation rule and root(r ) is the root node pair corresponding to the
rule.

(h4) Rule probability based on the source language, denoted as Pr(r |Sr), where r is the tree-
to-tree translation rule and Sr is the source side of r .

(h5) Rule probability based on the target language, denoted as Pr(r |tr), where r is the tree-to-
tree translation rule and tr is the target side of r .
Define the rule probability Pr(r ). Here, we follow the definition of weighted synchro-

nization grammar and use a log-linear model to give a score for each rule r as follows:

w (r ) =
∏

i

θi (r )
λi , (4)

where θi (r ) is the ith feature defined on rule r and λi represents the weight of the ith
feature. The feature set defined on each rule includes the features h1–h5 described above.
Consideration of the above five characteristics and their composition rating is hence

expressed as follows:

w (r ) = Pr(tr |sr )λ1 × Pr(sr |tr )λ2
× Prlex (tr |sr ,a)λ3 × Prlex (sr |tr ,a)λ4
× Pr(r |root (r ))λ5 × Pr(r |sr )λ6 × Pr(r |tr )λ7 .

(5)

But because the corpus is small and the language characteristics play an important role
in our scoring, we create a weight as a reward for the minimum rules, rule combinations,
or rule generalizations that conform to the linguistic characteristics. These rewards can
effectively improve the probability values of the rules conforming to language charac-
teristics; as a result, in the decoding phase, such rules are more likely to be selected as
candidate translations.

The three rewards that further consider the Vietnamese grammar are as follows:

(h6) Attributive postposition reward feature AD (d ).
(h7) Time adverbial postposition reward feature TD (d ).
(h8) Locative adverbial postposition reward feature LD (d ).

Thus, the final derived rating can be defined as follows:

w (d ) =
∏

r ∈d
w (r ) × exp(λAD · AD (d )) × exp(λTD ·TD (d )) × exp(λLD · LD (d )). (6)

Normalizing Equation (6), we obtain

Pr(d ) =
w (d )∑

d ′ ∈D (S,T )w (d ′)
, (7)

ACM Trans. Asian Low-Resour. Lang. Inf. Process., Vol. 18, No. 4, Article 36. Publication date: May 2019.



Syntax-Based Chinese-Vietnamese Tree-to-Tree Statistical Machine Translation 36:9

where D (S,T ) represents all derivations that transform the source language tree S into the target
language tree T .

3.2.2 Parameter Training. To acquire tree-to-tree translation rules, we need to train the model
parameters. This training includes two aspects: (i) estimating the eigenvalues, that is, the values of
the features defined in Section 3.2.1; and (ii) training the feature weight, that is, the optimization
of the corresponding weights of the features.
For h1–h5, we usemaximum likelihood estimation to estimate their eigenvalues. The idea of this

approach is to adjust the parameter values tomaximize the likelihood of the entire training set. The
commonly used method is to continuously iterate through learning model parameters and update
the expected count of each rule until a certain convergence condition is reached. Here, we use a
simpler method of estimating parameters based on relative frequency. Theoretically, this method is
equivalent to a maximum likelihood estimate of the model parameters when the desired frequency
of 1 is given to each rule. For h1, we use the following equation to compute its probability value as

Pr(tr |sr ) =
∑

r ′:sr ′=sr ,tr ′=tr c (r
′)

∑
r ′′:sr ′′=sr c (r

′′)
. (8)

This function represents the number of times the rule appears throughout the training set. The
denominator represents the sum of the number of occurrences of all rules with the same source-
language leaf-node sequence, and the numerator represents the sum of all the occurrences of the
rules with the same source and target leaf-node sequences. Similarly, we can also estimate the
value of h3–h5, respectively, as follows:

Pr(r |root (r )) = c (r )∑
r ′:root (r ′)=root (r ) c (r ′)

, (9)

Pr(r |sr ) = c (r )∑
r ′:sr ′=sr c (r

′)
, (10)

Pr(r |tr ) = c (r )∑
r ′:tr ′=tr c (r

′)
. (11)

We can also use this method to estimate the parametersw (ti |sj ) in h2:

w(ti |sj ) = c(sj , ti )

c (sj )
. (12)

Here,C (sj , ti ) represents the number of times that source language words sj and target words ti
are aligned in the training corpus. C (sj ) indicates the number of occurrences of source language
words sj in the training corpus.
To train the featureweights, we use theminimum error rate training proposed by Reference [28].

The core idea is to measure the number of errors in a sentence by comparing it with a reference
sentence and minimize the error count. The optimization criterion is as follows:

λ̂M1 = argmin
λM1

⎧⎪⎨
⎪
⎩

S∑

s=1

E
(
rs , ê
(
fs ;λ

M
1

))⎫⎪⎬
⎪
⎭

= argmin
λM1

⎧⎪⎨
⎪
⎩

S∑

s=1

K∑

k=1

E
(
rs , es,k

)
δ
(
ê
(
fs ;λ

M
1

)
, es,k
)⎫⎪⎬
⎪
⎭

, (13)

where function ê is defined as

ê
(
fs ;λ

M
1

)
= argmax

e ∈Cs

⎧⎪⎨
⎪
⎩

M∑

m=1

λmhm (e | fs )
⎫⎪⎬
⎪
⎭
. (14)
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Fig. 3. Example of Chinese phrase syntax tree.

3.3 Decoding and Pruning

3.3.1 Decoding. The decoding process uses a tree-based analysis algorithm. From one (or more
than one) source language syntax tree, the algorithm generates the target syntax tree of the optimal
translation. In short, when the target tree is completed, the decoding process ends. The model is
defined as follows:

t ′ = argmax
t

max
d ∈D (s,t )

Pr(d ), (15)

where D (s, t ) represents all derivations that transform input sentence s into an estimation of the
target sentence t .
Using the extracted syntax rules, all rules that can match the source language tree are associated

with the corresponding source tree node and executed until the target tree has been constructed.
The decoding process is divided into the following steps:

(1) Input a syntax tree containing the syntax of the source language (the tree is actually com-
posed of multiple sub trees).

(2) Each sub tree is a fragment that is matched with a rule in the rule library (a rule that
has been matched in the rule library is flagged to avoid repeated access) until the tree is
matched.

(3) Mark each solution as a new translation path and calculate its probability.
(4) Output the translation with the highest translation probability.

An example is as follows: for the Chinese sentence: “ (She is a beauti-
ful girl),” the Vietnamese translation is “Cô là” “ (She is)”; “cô gái” “ (girl)”; “xinh đe.p”
“ (beautiful).” The Chinese phrase syntax tree is shown in Figure 3.
We use the following extracted rules to translate the Chinese syntax tree:

IP/IP→ NP VP | NP VP
PN/NP→ “ (She)” |Cô
VP/VP→ VC “ (Is)” NP | VC(là) NP
NP/NP→ ADJP NN “ (girl)” | NN(cô gái) ADJP
ADJP /ADJP→ JJ “ (beautiful)” | JJ(xinh đe.p)
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Table 3. Examples of Extracted Chinese-Vietnamese Syntax Rules

Extracted syntax rules

PN/NP→ “ (She)”/ anh ấy
PN/NP→ “ (She)”/ tôi
VP/VP→ VC “ (Is)” NP | VC(làm) NP
VP/VP→ VC “ (Is)” NP | VC(nghı̃) NP
NP/NP→ ADJP NN “ (girl)” | ADJP NN(đàn bà)

NP/NP→ ADJP NN “ (girl)” | NN(thiếu nữ)
ADJP /ADJP→ JJ “ (beautiful)” | JJ(đe.p)
ADJP /ADJP→ JJ “ (beautiful)” | JJ(Người đe.p)

Fig. 4. Example search for candidate translations.

The translation rules are perfectly matched, but there are several candidate rules in the actual
operation, as shown in Table 3 (only some of the candidate rules are listed).

For each sequence, there are generally more rules that can be used, and each available rule can
generate a new search path. If the syntax rules contain unary non-lexical rules, then it must be
considered whether the rule is reachable from the current search path.

3.3.2 Pruning with Language Feature. We use the matching rules to decode and the bottom-up
beam search (beam search) method to complete the process. In general, tree parsing still needs to
traverse all possible derivations. Intuitively, the number of candidate rules grows exponentially
with the number of rules. The computational complexity of the decoding algorithm is expressed
as follows:

O(max stack size ∗ translation options * sentencelenдth) (16)

The combination of rules can lead to an unsolvable problem space. Hence, we need to prune
the search space of the search algorithm. Threshold pruning uses a fixed threshold value α that
determines whether the translation hypothesis has been preserved by comparing the difference
between α and the optimal candidate translation in a stack. If the translation hypothesis scores
less than the score of the optimal hypothesis by a factor of α , then the translation hypothesis is
pruned.
The effect of different thresholds α on the computational complexity of decoding is difficult to

estimate. Therefore, we optimize the pruning of the candidate translations using language features.
In the second decoding step, the two pairs of candidate translations are combined.When it is found
that the language does not meet the definition in Equation (1), the combination of the rules will
not form a path. In this way, the search space is greatly reduced and the decoding performance
and accuracy are improved.
For example, the sentence “She is a beautiful girl” is shown in Figure 4. The process in the figure

uses each of the rules to generate three candidate translations.
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Fig. 5. Pruned candidate rules.

As Figure 4 shows, only 1 × 3 × 3 × 3 = 27 candidates are found for the translation of NP (Cô).
We suppose that each rule has three candidate translations, giving a total of 3 × 3 × 3 × 3 = 81.
The translation results of bundle search exponentially increase according to the increase in the
candidate rules. It is not difficult to find by analyzing the sentences that one can use the attributive
postposition rule to prune the candidate translations. Attributive postposition is defined as follows:
NN ADJP (noun adjective, NN JJ). It is found that the result of the JJ NN translation in the bundle
search does not conform to the syntax of Vietnamese. Hence, the JJ NN translation is removed as
a candidate. The pruned rules are shown in Figure 5.
The number of candidate translations was reduced from 81 to 3 × 3 × 2 × 2 = 36. This case

demonstrates that by deleting just two candidate translations, the number of translations can be re-
duced by more than half. Using the language-feature pruning, we not only reduce the search space
but also improve the search efficiency. The best translation result is the one with the maximum
probability after the probability of each segment is determined by an accumulative beam search.

4 EXPERIMENTS

4.1 Experimental Data

Because there is no public Chinese-Vietnamese bilingual sentence-based corpus, the experiment
in this study used a Chinese-Vietnamese corpus collected from Chinese-Vietnamese parallel news
articles on the Internet. The corpus was obtained using computer-based sentence alignment and
manual proofing. At present, this collection of Chinese-Vietnamese parallel sentences includes
over 100,000 sentences. The details of the experimental data are shown in Table 4 below.

4.2 Experimental Setup and Analysis

4.2.1 Chinese and Vietnamese Language Difference Statistics. To verify the bilingual differences
between Chinese and Vietnamese summarized by the linguists described in Section 2 “Chinese-
Vietnamese Bilingual Difference Analysis and Formalization,” we randomly extracted out 10,000
sentence pairs from 80,000 Chinese-Vietnamese bilingual parallel sentence pairs to conduct
statistics on syntactic differences between Chinese and Vietnamese. They include the appeared
bilingual grammatical differences in the data set, the number of Chinese sentences and the number
of Vietnamese sentences that contain grammatical difference structure, and the proportion of
corresponding Vietnamese sentence numbers in the Chinese sentences. The results are shown in
Table 5.
It can be seen from the statistical results in Table 5 that in the Chinese sentences containing the

attributives, the proportion of the postpositions in the corresponding Vietnamese sentences ac-
counts for more than 93%. Similarly, the proportion of time-adverbial postpositions in Vietnamese
sentences is 88.3%, and the proportion of place-adverbial is 91%. A small number of temporal ad-
verbials and place adverbials have no postposition.

4.2.2 Comparison of Different Rule Extraction Methods. First, the alignment quality of the com-
bined ruleswas evaluated. To construct the evaluation data, 5,000 pairs of sentenceswere randomly
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Table 4. Corpus for Experiments

Corpus Chinese Vietnamese

Training set
Sentences 80,000
Words 60,789 61,200

Development set
Sentences 10,000
Words 5,765 6,425

Language model training set
Sentences 80,000
Words 60,789 61,200

Test set
Sentences 5,000
Words 4,121 5,220

Table 5. The Chinese-Vietnamese Bilingual Difference Statistics

The Chinese-Vietnamese bilingual differences
Chinese
sentences

Vietnamese
sentences

Difference
proportion

(1) Adverb (to modify verb) postposition 3,468 3,277 94.5%
(2) Adverb (to modify adjective) postposition 2,896 2,714 93.7%
(3) Adjective (to modify noun) postposition 6,832 6,758 98.9%
(4) Time-adverbial postposition 1,231 1,087 88.3%
(5) Place-adverbial postposition 958 872 91.0%

selected from the training bilingual parallel dataset (the average length of Chinese sentences was
20.2 words, while the average length of Vietnamese sentences was 23.8 words), and two markers
manually label node alignment (the label consistency was higher than 80%). We used the align-
ment precision (P), recall rate (R), and F1 values to evaluate the quality of the combination rule
alignment. These values are calculated respectively as follows:

P =
Rule number extracted properly

Total rule number extracted
× 100%, (17)

R =
Rule number extracted properly

Total rule number to be extracted
× 100%, (18)

F1 =
2 × P × R
P + R

× 100%. (19)

The following methods were compared:
Baseline: Normal tree-to-tree rule template library extraction method.
Baseline + LF: The abbreviated + LF, minimum syntax rule extraction method with language

features.
Baseline + RG: The abbreviated + RG, rule extraction method with rule generalization.
Baseline + RG + RC: The abbreviated + RG + RC, rule extractionmethod with rule generalization

and rule combination.
Baseline + LF + RG + RC: The abbreviated + LF + RG + RC, rule extraction method with language

features, rule generalization, rule combination.
Table 6 shows the results of these alignment approaches.
The language features and rule combination approaches have a distinct advantage over the

baseline system. This is mainly because the proposed method significantly improves the recall
rate of the alignment results, which also improves the F1 value substantially.
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Table 6. Performance of Different Rule Extraction Methods

Rule extraction method P (%) R (%) F1 (%)
Baseline 64.8 60.9 62.9
Baseline + LF 68.4 70 64
Baseline + RG 66.8 62.6 63
Baseline + RG + RC 70.2 68.5 69.2
Baseline + LF + RG + RC 70 71.2 72.3

Fig. 6. Efficiency of different extraction methods.

Figure 6 shows the efficiency of the various extraction methods. The results show that the lan-
guage feature, rule combination, and rule generalization approaches have some influence on the
performance of the system. Our method with language feature, rule combination, and rule gen-
eralization is about 1min slower than the baseline system when extracting syntax rules for 5,000
sentence pairs. Its runtime does not show exponential growth with respect to baseline system, so
we conclude that this approach improves performance of extracting rules overall.

4.2.3 Performance Evaluation on Vietnamese Phrase Syntax Parsing. To evaluate the perfor-
mance of different phrase syntax parsers for Vietnamese, a self-developed and improved PCFG
Vietnamese phrase tree parser with language features [29] is compared with a PCFG-based Viet-
namese phrase tree parser and a Vietnamese phrase tree parser based on maximum entropy.
The experimental corpus contains 10,000 Vietnamese phrase trees from the Pennsylvania Tree

Library, of which 8,000 are used as training corpus and 2,000 sentences as test corpus. The latter
is divided into four closed test sets of 500 sentences. 25,981 Vietnamese sentences are obtained
from Internet news, blogs, forums, and so on. After tagging part-of-speech on them, four 100-
sentence open test sets from different categories are selected. The PCFG-based Vietnamese phrase
tree analysis method is referred to as the PCFG method.
The Vietnamese phrase tree analysis method of combining improved PCFG with language fea-

tures is referred to as the LG+PCFG method.
The Vietnamese syntactic analysis method based on maximum entropy is referred to as the

Max-entropy method.
In the models training from the 8,000-sentence Pennsylvania phrase tree as training corpus,

the Vietnamese grammar rule set is counted as the initial grammatical probability set. On them,
the PCFG model and the Max-entropy model are trained. Then, from the 125,981 Vietnamese sen-
tences, the Vietnamese language-feature set is counted as a supplement to the initial grammatical
probability set. On them, the LG+PCFG model is trained.
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Table 7. Performance Evaluation on F-Value from Different Vietnamese Syntax Parsers

Method Test set 1 Test set 2 Test set 3 Test set 4 Test set 5 Test set 6 Test set 7 Test set 8

PCFG 77.34 76.49 77.39 77.56 73.17 74.60 72.29 73.61

Max-entropy 79.56 78.31 79.22 80.43 75.19 76.68 75.23 75.89

LG + PCFG 83.89 81.49 83.39 81.56 77.17 79.60 76.29 78.61

Table 8. Rule Base Sizes from Different Translation Methods

Method Rule library size (MB) Number of rules in the rule base (millions)
Baseline 1 482 3.16
Baseline 2 300 2.49
Baseline 2 + LF + RG + RC 356 2.84

On the eight test sets, we compare F values of Vietnamese phrase tree parsing by the PCFG
method, the Max-entropy method, and the LG+PCFGmethod. The experimental results are shown
in Table 7.
As can be seen from Table 7, the F-value of the Max-entropy method is higher than that of the

conventional PCFGmethod on the eight test sets, and the F value of the LG+PCFGmethod is higher
than that of the conventional PCFG method and the Max-entropy method value, mainly because
its fusion of Vietnamese language feature sets played a positive role in syntactic tree analysis.

4.2.4 Comparison of TranslationModels. The experimental platform for this evaluation uses the
NiuTrans.SMT system developed by Northeastern University [15]. For the Chinese syntax parsing,
we use the Stanford Parser. The Vietnamese tree parsing is based on the Vietnamese phrase tree-
bank construction method presented by Reference [29]. The precision of this parser can reach
80.09%. We used GIZA++ to obtain the Chinese-Vietnamese word alignment results. The ternary
language model was trained by an open-source machine-translation platform. The minimum error
rate training described in Section 3.2 (Equation (13)) was used to train the parameters. We used
the BLEU evaluation criterion as the evaluation metric.
The following methods were compared on rule size (see Table 8), BLEU-value of translation, and

runtime of training and decoding:
Baseline 1: Chinese-Vietnamese translation method based on hierarchical phrase translation

model.
Baseline 2: Chinese-Vietnamese tree-to-tree translation model based on syntax.
Baseline 3: The abbreviated NMT, neural network-based machine translation with an attention

mechanism [3]. We used a four-layer network in the experiment. The number of GRUs was 1,024,
and the number of training steps was 340,000.
Baseline 2 + LF + RG + RC: The abbreviated + LF + RG + RC, Chinese-Vietnamese tree-to-tree

translation model based on linguistic features, rule generalization, and rule combination.
Baseline 2 + PR: The abbreviated + PR, Chinese-Vietnamese translation method based on tree-

to-tree when decoding with language features.
Our method: Baseline 2 + LF + RG + RC + PR.
For the size of the rule base extracted by different translation methods, the results are shown

in Table 8. They indicate that the rule base of Baseline 1 is the largest, followed by our method
Baseline 2 + LF + RG + RC. The Baseline 2 translationmodel has the smallest rule base. Our method
expands the size of the rule base, covering more language features.
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Fig. 7. Performance for different translation methods.

Fig. 8. Efficiency of different translation methods.

For the performance evaluation of different translation methods, we use the BLEU-value. Fig-
ure 7 shows the experimental results. Because very little grammatical knowledge is contained in
Baseline 1, its BLEU reaches only 24.50 and leads to the worst performance. Moreover, Baseline 2,
although fusing syntactic information, rises up only +2.1 BLEU. For Baseline 2 + LF + RG + RC, the
first method proposed in the article, integrating language features, combination rules, and general-
ization rules, the BLEU-value is rapidly increased to 28.2. Analysis found that the method resolves
some language features uncovered by the rule base and deletes some rules that do not conform
to the pre-defined syntax characteristics. It addresses both the high error rate and low coverage
problems. The proposed method shows good performance, increasing the BLEU by 1.6% with re-
spect to Baseline 2. Baseline 2 + PR the second method proposed in the article, does pruning using
language features when decoding, reduces the search space, and hence reduces the error rate. It
therefore has a higher BLEU value than that of Baseline 2 by 0.9%. For Baseline 2 + LF + RG+ RC +
PR, our method, because of integrating all features mentioned above, has BLEU reach to 28.50, and
its performance improvement is most obvious. As for the NMT model, although it can generate
a more human-like translation, it also requires a larger corpus. Therefore, this method obtained
a rather low BLEU value with small corpus in this experiment. According to an experiment we
performed on a Chinese-English corpus, its performance would be comparable to that of SMT
performance only when given a much larger corpus.
For the training runtime and decoding runtime of different translation methods, the experimen-

tal results are shown in Figure 8.
From Figure 8, it can be seen that in training phase, compared to Baseline 1, Baseline 2

is slower by less than 10mins, while Baseline 2 + LF + RG + RC is also slower by an addi-
tional 10mins compared to Baseline 2. In decoding phase, when translating a single sentence,

ACM Trans. Asian Low-Resour. Lang. Inf. Process., Vol. 18, No. 4, Article 36. Publication date: May 2019.



Syntax-Based Chinese-Vietnamese Tree-to-Tree Statistical Machine Translation 36:17

Table 9. Example 1 of Different Machine Translation Methods

Chinese
(She is a very beautiful girl.)

Vietnamese from Baseline1 Cô (She) là (is) một (a) đe.p (beautiful) cô gái (girl).
Vietnamese from Baseline2 Cô (She) là (is) một (a) cô gái (girl) xinh đe.p

(beautiful).

Vietnamese from NMT Cô (She) là (is) một (a) cô gái (girl) rất (very) xinh
đe.p (beautiful).

Vietnamese from Baseline 2 + LF +
RG + RC

Cô (She) là (is) một (a) cô gái (girl) xinh đe.p (beau-
tiful) rất (very).

Vietnamese from Baseline 2 + LF +
RG + RC + PR

Cô ấy (She) là (is) một (a) cô gái (girl) xinh đe.p
(beautiful) rất (very).

Reference translation 1 cô ấy (She) là(is) một (a) cô gái (girl) xinh đe.p
(beautiful) rất (very).

Reference translation 2 Cô ấy (She) là(is) một (a) cô gái (girl) xinh đe.p
(beautiful) cực kỳ (very).

Baseline 2 + LF + RG + RC + PR, with language features, rule generalizations, rule combinations,
and pruning in the decoding with language features, expends 2.62 seconds on decoding—faster
than Baseline 2 by 0.52s and clearly improved the efficiency. It is only slightly slower than Baseline
1. In general, the proposed system improves the performance and guarantees the efficiency.
For the Chinese sentence “ (She is a very beautiful girl)” and the

Vietnamese sentence “Hiện Cơ quan Cảnh sát điều tra, Bộ Công an đang khẩn trương điều tra, thu
hồi tài sản để xử lý theo đúng quy đi.nh của pháp luật,” translation is carried out by Baseline 1,
Baseline 2, NMT, Baseline 2 + LF + RG + RC, and Baseline 2 + LF + RG + RC + PR. The translation
results are shown in Table 9 and Table 10, respectively:
Compare the five target Vietnamese sentences from Table 9 and find that the translation results

of Baseline 2 + LF + RG + RC and Baseline 2 + LF + RG + RC + PR are better than those of Baseline 1
and Baseline 2. Obviously, it is syntactic information, rule generalization and bilingual language

differences that enhance post-characteristics of modifier word “rất” and make translation accuracy
improve greatly. After syntactic information and bilingual language differences are integrated into
our translation model, the leakage problem in neural machine translation is fully solved, and the
target sentence is more complete and more consistent with the source sentence.
It can be seen from Table 10 that Chinese from Baseline 2 + LF + RG + RC + PR, with a fusion of

language feature, rule generalization, rule combination, and decoding optimization, gains better
accuracy than the other methods in the Vietnamese-to-Chinese translation task.

4.2.5 Influence of Different Vietnamese Syntax Parsing Method on Translation Performance. To
analyze how the accuracy of the Vietnamese phrase tree parsing influences the translation results
from the proposed translation model, on the same training corpus and test corpus, we use the tra-
ditional PCFG model, the maximum entropy model, and the improved PCFG model with language
feature to parse the Vietnamese phrase tree. Then, the traditional syntactic tree-to-tree transla-
tion model (Baseline 2) and the proposed tree-to-tree syntax statistical machine-translation model
(Baseline 2 + LF + RG + RC + PR) are compared in the translating experiment. The BLEU values
are shown in Table 11.
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Table 10. Example 2 of Different Machine Translation Methods

Chinese
(At present, the Police

Investigation Bureau, the Ministry of Public Security is conducting an
emergency investigation and recovering the property in accordance with
the correct legal provisions.)

Vietnamese from
Baseline1

Hiện ta. i (At present), Cảnh sát (Cop) Phòng điều tra (Investigation De-

partment), Bộ Công (Ministry of Public Security) đang được tiến hành (is

underway) an khẩn cấp (an emergency) Một cuộc điều tra (An inquiry),

Cơ sở (basis) Đúng (correct) Luật (legal) Quy đi.nh (regulations) Phu. c hồi
(rehibilitate) Tài sản (asset) Chế biến (processing).

Vietnamese from
Baseline2

Hiện ta. i (At present), Cu. c điều tra công an (Police Investigation Depart-

ment), Bộ Công (Ministry of Public Security) Một cuộc điều tra (An investi-
gation) khẩn cấp (urgent) đang được tiến hành (is underway), Cơ sở (basis)
Đúng (correct) Luật (legal) Quy đi.nh (regulations) Phu. c hồi (rehibilitate)
Tài sản (asset) Chế biến (processing).

Vietnamese from NMT Hiện nay (Currently), cơ quan công (the police) an đang triển khai điều
tra (is under investigation) khẩn cấp (emergency), bộ công an (police) đang
truy thù xử lý (retaliate processing) tài sản (the property) theo quy đi.nh
pháp luật đúng (in accordance with the law).

Vietnamese from Baseline
2 + LF + RG + RC

Hiện ta. i (Currently), Phòng điều(Investigation Agency) tra Cảnh sát (the
Police), Bộ Công an(Ministry of Public Security) Thực hiện(Carry out) an

đang(Being) Điều tra khẩn cấp(Emergency investigation) Khôi phu. c việc
xử lý(recovering) tài sản(property) theo đúng các quy đi.nh(in accordance
with) pháp lý(law) chính xác(regulations).

Vietnamese from Baseline
2 + LF + RG + RC + PR

Hiện ta. i (Currently), Tra.m cảnh sát (the police Bureau) sát Phòng

điều(Investigation Agency), Bộ Công an(Ministry of Public Security) Đang
(Being)thực hiện(carry out) Điều tra khẩn cấp(Emergency investigation)
Khôi phu. c việc xử lý(recovering) tài sản(property) theo đúng các quy
đi.nh(in accordance with) pháp lý(law) chính xác(provisions).

Reference translation 1 Tra.m cảnh sát (the police Bureau) điều tra (investigating), Bộ Công

an(Ministry of Public Security) Đang (Being) ma.nh mẽ (intensively) tiến
hành điều tra (conducting investigations) xử lý(handling) tài sản(property)
theo đúng các quy đi.nh(in accordance with) đúng quy đi.nh của pháp
luật(correct legal provisions)

Reference translation 2 Hiện ta. i (Currently), Cảnh sát(police) Bộ Công an(Ministry of Public Secu-

rity) khẩn trương điều tra(Urgent investigation), theo đúng các quy đi.nh(in
accordance with) đúng quy đi.nh của pháp luật(correct legal provisions)

As can be seen from Table 11, whether in the traditional syntax tree-to-tree translation method
or in the proposed tree-to-tree syntax machine-translation method, the BLEU with the LG + PCFG
parser is higher than that of the PCFG parser and higher than that of the max-entropy parser,
reaching 26.6 and 28.5, respectively, which fully demonstrates that the parsing accuracy of the
Vietnamese phrase tree has a positive contribution on the Chinese-Vietnamese tree-to-tree syn-
tax machine-translation method. However, for the proposed translation method (Baseline 2 +
LF + RG + RC + PR), because the bilingual language differences have been incorporated into the
translation model, the performance of Vietnamese syntax parsing has little effect on the BLEU
of translation candidates. The BLEU with the LG + PCFG syntax parser only get a +0.9 rise on
the basis of the PCFG syntax parser. In addition, we can see from Table 11 that when using the
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Table 11. BLEU-values of Machine Translation Methods with Different Vietnamese Syntax Parsers

Vietnamese
statement parser

BLEU-value of the traditional
syntax tree to tree machine-
translation method
(Baseline 2)

BLEU-value of the proposed
tree-to-tree syntax machine-
translation method
(Baseline 2 + LF + RG + RC + PR)

PCFG 21.8 27.6
Max-entropy 23.7 27.9
LG+PCFG 26.6 28.5

LG + PCFG method to parse the Vietnamese phrase tree, the BLEU proposed in this article gets a
+1.9 rise on the basis of the traditional tree-to-tree syntaxmachine-translationmethod. The reason
is that rule generalization, rule combination, and decoding with language features have positive
contributions on performance of the proposed Baseline 2 + LF + RG + RC + PR translation method.

5 CONCLUSIONS

To address sparse data problems that will occur when only small corpora (such as Chinese-
Vietnamese corpora) are available, this article proposed a Chinese-Vietnamese tree-to-tree syntax
statistical translationmodel with language difference. It makes full use of bilingual syntax informa-
tion as well as formal language reward rules and features to reduce the error rate of rule extraction.
And it improves the size and coverage of rule base through rule combination and rule generaliza-
tion. In the decoding phase, it introduces language features to make pruning optimization. As a
result, it reduces the decoding search space and improves the accuracy of candidate translations.
The experimental results show that the proposed model outperforms the traditional tree-to-tree
translation model while retaining efficiency. It also shows that language-difference features have
a good supervised effect on the Chinese-Vietnamese translation task.
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