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Abstract
The embedding representation of the case text represent text as vector which consist information of original texts abundantly. 
Text embedding representation usually uses text statistical features or content features alone. However, case texts have 
characteristics that include similar structure, repeated words, and different text lengths. And the statistical feature or content 
feature cannot represent case text efficiently. In this paper, we propose a joint variational autoencoder (VAE) to represent 
case text embedding representation. We consider the statistical features and content features of case texts together, and use 
VAE to align the two features into the same space. We compare our representations with existing methods in terms of qual-
ity, relationship, and efficiency. The experiment results show that our method has achieved good results, which have higher 
performance than the model using single feature.

Keywords  Embedding representation · Statistical feature · Content feature · Variational autoencoder

1  Introduction

The case text is important information in the field of justice, 
and play an important role in multiple sections of judicial 
work. Case text embedding representation, which easy to 
compute and contain the relationship with each other, is 
significant for judicial work. This work has great help to 
judicial work such as case retrieval, case comparison and 

case correlation analysis. The key to embedding case text is 
how to use multiple text information more effectively.

The case text is verdict form that record the entire process 
of a case from occurrence to judgment. The case text usu-
ally consists of two parts: findings of fact and conclusions 
of crime. Findings of fact introduce process of crime event 
and people involved in whole case. Conclusions of crime is 
including crime, laws and judgment result. The main dif-
ference between the findings of fact of different cases lies 
in events and people. The difference in the conclusions of 
crime part mainly determine by the difference in sentencing 
and judgment.

For case text, it usually has following characteristics, 
mainly including fixed structure, fixed terminology, and 
large differences in text length. See Table 1 for example, 
the bold formatting part is findings of fact and other part is 
conclusions of crime. For case text: First, the conclusions 
of crime in case text must follow a fixed format; Second, the 
narrative requirements in the verdict document are detailed, 
and the facts are generally described in the order of time. 
Third, because the narrative process and the level of evi-
dence of each case are different, the length of the text of each 
case is also different, as shown in Fig. 1. The above factors 
made case texts similar with each other in conclusions of 
crime and difficult understanding in findings of fact. 
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For text representation, traditional methods often use 
statistical features to represent text well, but it cannot com-
pletely represent case text that contain fixed and terminol-
ogy. The reason is that these characteristics cause the sta-
tistical feature vectors to be very similar. Recently, neural 
network model has led to superior results in many NLP tasks 
and can obtain content features well. But for long case text, 
it is difficult that the neural network to cover long-distance 
text contexts. Therefore, when representing the case texts, 
different information should be considered, and statistical 
features and content features complement each other. How-
ever, statistical features and content features are not in a 
same space. How to effectively fuse the two features into 
the same space is the key to the case text representation. The 
process of fusing statistical features and content features into 
the same space can be regarded as the process of embedding 
representation of case text.

In this paper, we propose a case text representation model 
based on joint VAE. We propose a case text representation 
model based on joint VAE. The process is shown in Fig. 2, 
according to similar structure and repeated words, current 
deep learning model can learn the content features well, so 
we add self-attention mechanism to get content feature bet-
ter. According to different text lengths, we use word fre-
quency statistical features to make up for the fact that deep 
learning cannot deal with the large length span. However, 
the statistical features describe the word frequency of entire 
case text and content features is to represent context of case 
text. And tow features are extracted from different way, thus 
they are not in the same space and not the same distribution. 
Aiming at the problem, this paper regards both statistical 
features and content features as combination of multiple 
Gaussian distributions, and use VAE to align two features 
into the same space. The KL divergence loss in VAE can 
align the variational vector to certain distribution and the 
reconstruction loss allows model to understand the case text. 

Table 1   Case text example

Case text example

People’s procuratorates of Pingquan city charged: The defendant 
Liu and the village resident Li were in the fields of Sanjia Vil-
lage, a spat occurred because Liu’s work with a hook machine 
damaged Li’s field, Then Liu and Li tore, Liu rubbed Li’s head 
and face with stones and escaped from the scene. At about 21 
o’clock that day, Li was found unconscious by relatives in a 
ditch near the scene, and then sent to hospital for treatment. 
After appraisal, Li’s injury was classified as minor injury. The 
prosecution consider, The defendant Liu illegally deprived oth-
ers of his life. His behavior violated the provisions of the Criminal 
Law of the People’s Republic of China. The criminal facts are clear 
and the evidence is true and sufficient. He should be held criminally 
responsible for the crime. The defendant Liu had already com-
mitted a crime, but he did not succeed for reasons other than his 
will. It was an attempted crime, which could be lighter or a lesser 
punishment. In the incidental civil lawsuit, the plaintiff requested 
the defendant to compensate medical expenses of 24,164.48 Yuan, 
lost work costs of 18,000.00 Yuan, nursing costs of 2200 yuan, 
food allowances of 2200.00 Yuan, appraisal costs of 800.00 Yuan, 
nutritional costs of 1100 yuan, transportation costs of 2000.00 yuan, 
and mental damage relief of 100,000.00 Yuan, the above sum totals 
RMB 150,464.48. The defendant Liu believed that it constituted 
crime.

平泉县人民检察院指控: 被告人刘某某与本村居民李某甲在三家
村田地内, 因刘某某带钩机干活轧了李某甲家田地而发生口角, 
后刘某某与李某甲发生撕打, 刘某某用石块将李某甲头面部打
伤后逃离现场。当日21时许, 李某甲被亲属发现昏迷于现场附
近一河沟内, 随后被送医院治疗。经鉴定, 李某甲伤情为轻伤
一级。公诉机关认为, 被告人刘某某非法剥夺他人生命, 其行
为触犯了《中华人民共和国刑法》之规定, 犯罪事实清楚, 证
据确实、充分, 应当以罪追究其刑事责任。被告人刘某某已经
着手实施犯罪, 由于意志以外的原因而未得逞, 是犯罪未遂, 可
以比照既遂犯从轻或者减轻处罚。附带民事诉讼原告人要求被
告人赔偿医疗费24164.48元, 误工费18000.00元, 护理费2200元, 
伙食补助费2200.00元, 鉴定费800.00元, 营养费1100元, 交通费
2000.00元, 精神损害抚慰金100000.00元, 上述款项合计人民币
150464.48元。被告人刘某某认为其构成*****罪。

Fig. 1   Case text words count figure

Fig. 2   The process figure
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Finally, the variational vector that combines two features and 
aligns to an existing distribution is regarded as the represen-
tation of the case text.

This paper uses the above model to represent the case 
text and obtain a representation vector. This vector should 
contain the original information of the case text as much 
as possible. Therefore, in the experiment of this paper, the 
distance between the representation vectors is calculated 
to verify the quality of the representation. The closer vec-
tors mean the more similar the cases that represent by our 
method. If there are more vectors around a representation 
vector and its kind, it means that the quality of the represen-
tation vector is higher.

In addition, this paper considers not only the quality of 
the representation vector, but also the utilization efficiency 
of the representation vector. This will improve the efficiency 
of the model when using vectors for downstream tasks. The 
code is released on github.1

2 � Related work

2.1 � Statistical feature extraction

For the statistical features of text, the main method is to 
encode the text by extracting the key statistic index informa-
tion of the text through statistical model. The bag-of-words 
model represents text as a vector base on the word frequency 
information. Gururangan et al. [1] trained VAE using words 
frequency information to extract variational vectors for 
text, and proved that using variational vectors can improve 
low-resource classification tasks. Zhao et al. [2] propose a 
new document representation method named fuzzy Bag-
of-Words, and address the aforementioned issues. Ma et al. 
[3] propose an approach that uses both the sentences and 
the bag-of-words as targets in the training stage, in order to 
encourage the model to generate the potentially correct sen-
tences that are not appeared in the training set, and improve 
translation task. The TF-IDF algorithm considers both the 
word frequency and the inverse document frequency of the 
text, and adds the relationship between the texts. Trsten-
jak et al. [4] uses TF-IDF to represent documents, and uses 
KNN to achieve documents classification. Zhu et al. [5] pro-
pose a refined term frequency inversed document frequency 
to find hot terms, based on time distribution information 
and user attention. Blei et al. [6] proposed the LDA topic 
model to extract the topic representation of the article. The 
topic representation can also be regarded as the text repre-
sentation. As an external knowledge, statistical features are 
often used to enrich the representation of text, Johnson et al. 

[7] used CNN to separately encode sequence information 
and word frequency statistics information, which improved 
the classification performance of the model. Naz et al. [8] 
proposed a robust feature extraction method. This method 
extracts statistical features based on a sliding window from 
right to left, and combines RNN to improve the accuracy of 
text classification.

2.2 � Content feature extraction

For text content features, it is common to use deep learn-
ing models to learn the context information of the text, and 
encode the context information into a vector. Kim [9] used 
CNN networks to encode text into vectors to achieve text 
classification. Yang et al. [10] proposed a hierarchical atten-
tion mechanism network for document classification, which 
can encode long texts. Gupta et al. [11] claim that training 
word embeddings along with higher n-gram embeddings 
helps in the removal of the contextual information from 
the unigrams, resulting in better stand-alone word embed-
dings. Yang et al. [12] proposed three strategies to stabilize 
the dynamic routing process, and used capsule networks to 
encode text, which improved the performance of text clas-
sification. The language model has a good performance on 
the extraction of content features. Mikolov et al. [13] used 
the CBoW model and Skip-gram model to represent words 
as embedding vectors in the same space, and these vectors 
represented the words well. LSTM [14] is a neural network 
structure that can effectively time series information, and 
has a good performance in language models. Peters et al. 
[15] proposed the ELMo pre-trained language model, which 
is a bidirectional language model based on LSTM. It uses 
the task of forward prediction and backward prediction of 
the language model, so that it can fully find the context 
features of the text. Recently, Vaswani et al. [16] proposed 
the Transformer structure, which is a neural network struc-
ture that can capture longer distances and faster training 
time than LSTM. It consists of an encoder and a decoder, 
where the encoder can obtain text information in both direc-
tions. Transformer has achieved quite good results on the 
SEQ2SEQ task, and also proves that Transformer is a net-
work structure with good ability to obtain context features. 
Radford [17] and others used the Transformer decoder to 
train GPT for generating tasks. Devlin et al. [18] the BERT 
pre-trained language model and used transformer encoder to 
train a pre-trained language model using a large amount of 
data and self-supervised methods, which performed well on 
many natural language understanding tasks. Bert proved to 
be effective in obtaining contextual information, bert-tech-
nology has become one of the hottest research directions in 
natural language processing.

1  https://​github.​com/​Maxpa​1n/​case2​vec.

https://github.com/Maxpa1n/case2vec
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2.3 � Variational autoencoder

Recently, VAE has achieved good results in feature repre-
sentation. The main idea of VAE is to treat real samples as 
Gaussian mixture models, normal sample from these Gauss-
ian distributions, and then use normal samples to restore real 
samples. It can effectively mine the hidden features of text 
in a self-supervised channel, and has advantages in feature 
mining. Kingma and Welling [19] first proposed VAE and 
used it in the field of image generation. Bowman et al. [20] 
first applied VAE to natural language processing. It uses the 
bag of words vector to train the VAE model to obtain the 
latent representation of the document. Using this represen-
tation effectively improves the question answering system. 
Yishu et al. [21] used the bag-of-words model representation 
to represent documents as vectors. Using the bag-of-words 
vector to train the VAE to obtain the latent representation 
of the document, the use of this latent representation effec-
tively improves the correct rate of correct answer match-
ing in the question answering system. Yang et al. [22] used 
dilated convolutions as VAE decoder. It effectively reduces 
the impact of content features on language models, so that 
language models are more dependent on latent representa-
tions. And prove that using latent representations performs 
well on text classification tasks. Hoyle et al. [23] introduce 

a generative model of sentiment lexica to combine disparate 
scales into a common latent representation and realize this 
model with a novel multi-view VAE, improved sentiment 
text classification task. Zhao et al. [24] introduced the dia-
logue behavior as a condition on the traditional conditional 
VAE. A seq-to-seq conditional VAE network is constructed. 
The latent representation of dialog behavior improves the 
diversity of dialog tasks. Kusner et al. [25] represent con-
text-free grammar as a syntactic parse tree, and propose a 
variant automatic encoder. It can directly encode and decode 
between these parse trees to ensure that the generated out-
put is always valid. Li et al. [26] introduces a new VAE 
model, the latent tree VAE (VAE), is separate clustering are 
enforced on different subsets of the latent features.

3 � Methods

This part includes the training process of the model and the 
process of encoding the case text. The model structure is 
shown in Fig. 3. For one case text D = {X, Y} , where X is 
text and Y is the category of the case text. The case category 
Y is only used to test the result of the case text representa-
tion. The entire model training process and encoding repre-
sentation process are unsupervised. Xs is pressed the word 

Fig. 3   Joint variational autoen-
coder model structure



2521International Journal of Machine Learning and Cybernetics (2021) 12:2517–2528	

1 3

frequency of the case text, Xc is expressed as the sequence 
of case text. Both representations are based on the case text, 
but in two different ways.

3.1 � Statistical feature for case text

This paper uses the bag of word model to obtain the word 
frequency statistical information of case text. Word fre-
quency statistics is fixed length vector that can ignore the 
length of the case text. Since the word frequency statistical 
vector is sparse vector. And use two MLP to further extract 
the statistical features of the text, as shown in Fig. 4. The 
process can be described as:

where h is vector containing statistical features, and X rep-
resent the case text, c is hidden variable.

(1)XS = BOW(X)

(2)c = MLP
(
XS

)

(3)h = MLP(c)

3.2 � Content feature for case text

This paper uses the self-attention mechanism [10] to encode 
the text and obtain the content features from both directions. 
When input the case text, the Bert-like input method is used 
to ensure that one token represent the information of the 
sentence:

[CLS] means the beginning of the text, [EOT] means the end 
of the text.

Because the self-attention mechanism can simultane-
ously obtain text information from both directions, the text 
sequence is out of order for the model. To enable the model 
to obtain sequence information, it is necessary to add posi-
tion embedding information to each word in the sequence, as 
shown in Fig. 5. The process can be described as:

where Wem is the word embedding matrix and Wpos is the 
position embedding matrix. The token is tokenizer base on 
law vocabulary.

The model need to pay more attention to the important 
information of the text, self-attention is used to distinguish 
the importance of the words in the sequence, and use the 
multi-head self-attention mechanism to make the model 
learn information in different representation subspaces, as 
shown in Fig. 6.

(4)[CLS]case text[EOT]

(5)Xc = token(X)

(6)Ew = XcWem

(7)Ep = XcWpos

(8)E = Ew + Ep

(9)Q = MLPq(E)

(10)K = MLPk(E)

(11)V = MLPv(E)

Fig. 4   Statistical feature extraction model

Fig. 5   Content feature embed-
ding
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where 
√
dk is the dimension of K , hi is the vector containing 

the content features, Q, K, V are all nonlinear transforma-
tions of Ei , W0 is combination matrix, and MASK is the 
matrix described below.

For the data that does not meet the batch length, if it is 
simply replaced with 0, it will cause the position informa-
tion to be retained. So uses the attention MASK approach, 
so that the word information and position information can 
be removed at the same time. There are two forms of MASK 
information for each word:

After the softmax function, the attention weight of the 
MASK part is 0, and the information at that position will be 
completely hidden.

3.3 � Variational autoencoder

VAE structure is used to align different distributions of 
information into the same space. First, assume that all case 

(12)MultiHead(Q,K,V) = Concat
(
head1,… , headh

)
W0

(13)hi = softmax

�
QKT

√
dk

∗ MASK

�
V

(14)MASK =

{
1 nomask

−∞ mask

texts X = {xi} are independent and identically distributed 
variables.

VAE is autoencoder structure consisting of an encoder 
and a decoder, where q�(⋅) is the encoder and � is the param-
eter of the encoder, and the model encoding process can be 
described as:

where z is the latent vector.
And p�(⋅) is the decoder, where � is the parameter of the 

decoder, and its decoding process can be described as:

where x̃ is reconstruction vector by decoder.

•	 For autoencoder structure, the encoder transform x into 
latent vector z and allows the decoder to restore x̃ from z . 
The goal of model training is to make x and x̃ as similar 
as possible. The loss of the process is:

where D(⋅) is a function that calculates the distance between 
x and x̃.

After building the autoencoder, a new training goal is to 
align the encoder to a known distribution. The purpose of 
this step is to take the input x as Gaussian mixture model and 
fit its distribution, which can be described as:

The loss function Lkl is the KL divergence of the distribu-
tion q�(z|xi) and the distribution p�(z) . The goal is to make 
the distribution  q�(z|xi) as close as possible to the distribu-
tion p�(z) . In order to ensure that p�(z) follows the standard 
normal distribution, the reparameterization trick of Kingm 
[19] is used:

3.4 � Joint VAE for feature alignment

According to the previous steps, the bag of word model and 
the self-attention mechanism are used to obtain the word 
frequency statistical information hi and content information 
hi . We use the MLP network as encoder, and concat the 
statistical information and content information. The steps 
can be described as:

(15)Encoder ∼ q�(z|x)

(16)Dncoder ∼ p𝜃(x̃|z)

(17)Lre = min{D(x, x̃)}

(18)Lre = Eq�(z|xi)

[
logp

(
xi|z

)]

(19)Lkl = −KL(q�(z|xi)||p�(z))

(22)Hi = [hi ∶ hi]

(23)�i = MLP�(Hi)

Fig. 6   self-attention mechanism
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where network parameters {�, �}i ∈ � , MLP� is the mean 
extraction layer, MLP� is the variance extraction layer, �i is 
the mean vector of Hi , �i is the variance vector of Hi , zi is 
the hidden vector, �i is a vector sampled from the normal 
distribution.

For the decoder:

where the network parameter {d}i ∈ � , MLPd is the decoder 
layer, x̃i is the reconstruction vector, and the distribution of 
�i variational vector.

The above is the construction process of the joint VAE. 
According to the previous definition of VAE, the loss func-
tion is:

where Lre is the reconstruction loss of VAE, Lkl is the KL 
divergence loss. For the reconstruction loss, because x is 
sparse vector, the softmax will cause the loss to be too small, 
it would be cause the gradient disappear easily. Therefore, 
we use log_softmax to amplify the loss to increase gradient. 
Since the length of case text is very different, the longer text 
may cause gradient explosion, so the gradient truncation 

(24)�i = MLP�

(
Hi

)

(25)zi = �i + �i�i

(26)�i = softmax
(
zi
)

(27)x̃i = MLPd

(
𝛽i
)

(28)Lre = −(x ⋅ log_softmax(x̃))

(29)Lkl = −
1

2

(
1 + � − �2 − e�

)

(30)L = Lre + Lkl

technique is used to ensure the stability of the training 
process.

After the model training, to stabilize the output repre-
sentation vector, no reparameterization trick when gener-
ating the representation vector. Because p(z|x) = N(�, �2) , 
the encoder has the ability to parse out the potential feature 
distribution of the case text, so use � to represent the char-
acterization vector of the text:

The above is the training and generation steps of the 
model in this paper.

4 � Experiment

To experiment, this paper constructed 20,126 real case, the 
data is judgment documents sourced from China Judge-
ment Online. The verdict form records the trial process and 
results of the court. All the texts of the cases come from 
real cases. Because our experiment should judge the quality 
of representation by case category, we remove some strong 
information for case classification. Like” His behavior vio-
lated the provisions of Article 234 of the Criminal Law of 
the People’s Republic of China and constituted the crime of 
intentional injury.” processed as “His behavior violated the 
provisions of Article of the Criminal Law of the People’s 
Republic of China and constituted the crime.”

We collect case texts of 10 classifications, each case text 
corresponds to one crime entry, and the number of cases 
of each classification is shown in Table 2. Some case texts 
correspond to multiple crime entries, and one of them is 
selected as the label of the case text to ensure that there is 
only one label for a case text.

(31)�i = MLP�

(
Hi

)

Table 2   The number of cases table

Case type Number of cases

Production and Sales of Fake Medicines (生产、销售假药) 1940
Falsely Making out Specialized VAT Invoices (虚开增值税专用发票、用于骗取出口退税、抵扣税款发票) 1983
Rape (强奸) 2067
Voluntary Manslaughter (故意杀人) 2100
Embezzlement (贪污) 2116
Illegal [manufacture, sale, transport, post][firearms, ammunition, explosive] 非法[制造、买卖、运输、邮寄][储存枪支、弹
药、爆炸物]

1932

Illegal Possessing or Concealing firearms or Ammunition) 非法[持有、私藏][枪支、弹药] 2094
Illegal Occupies Farmland (非法占用农用地) 1964
Illegal Funds-raising (非法吸收公众存款) 2010
Illegal Business Operations (非法经营) 1920
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4.1 � Hyperparameters

In this paper, the vocabulary size is a 35,281, that con-
structed by selecting words with frequency greater than 3 
and removing stop words. Implementing the experiments in 
Pytorch [27], Using the optimizer Adam [28] with a learn-
ing rate of 3e-3, �1is0.9and�2 is0.999 . The statistical fea-
ture encoder uses MLP, the hidden layer dimension is 512, 
and the activation function uses ReLu. The content feature 
encoder uses transformer encoder, the hidden layer dimen-
sion is 256, and the number of attention heads is 8, and the 
sequence length is 100. For variation autoencoder, MLP� 
size is 20 and MLP� size is 20, the activation function uses 
softmax. The sampling vector in reparameterization obeys 
normal distribution N(0,1) . So that the variation vector z 
dimension is 20. Batch size is set to 1000 during training.

For the problem of gradient explosion, we have two 
options. First, using the gradient cropping technique, the 
threshold for gradient cropping is 20. Second, the model 
does not shuffle the input during training, because this paper 
uses the big batchsize training strategy, random shuffle will 
cause multiple noise data to appear at the same time and 
cause gradient explosion. After experiments, the two meth-
ods can be used separately or together to avoid gradient 
explosion and have little effect on the results.

4.2 � Evaluation

This paper proposes a method to evaluate the quality of case 
text representation. Intuitively, for case texts, if cases texts 
are more similar, the distance of the representation vectors 
of case texts is also closer. Therefore, this paper selects the 
case closest to it for a target case text and calculates the 
number of the same classification as the target case.

For each case text of class� , it is encoded as a vector z , 
and � case has a total of N case texts. Calculate the cosine 
similarity between each case text, and select K cases that are 
most similar to the target case. M represents the number of 
K cases in the same classification as the target case.

S� is the accuracy in class � . K takes different values to 
detect different interval accuracy.

(32)Sone case =
M same classification

K closest vectors

(33)S�
i
=

M

K

(34)S� =
1

N

N∑

1

Si

4.3 � Case representation classification experiment

In order to verify the representation quality of the case text 
representation vector in the embedded space, this paper did 
the accuracy experiment of case representation, Table 3 uses 
a series of models to encode case text as embedding vectors. 
Then use the evaluation method proposed above to obtain 
the accuracy of each type of case, K takes the total number 
of types of cases, guarantee to cover all cases. BOW is to use 
the bag of words model to represent the case text, TF-IDF 
is to encode case text using term frequency-inverse docu-
ment frequency, CBOW uses case text data for training and 
uses the mean of word vectors to represent case text, BERT 
(DIRECTLY) is to directly use BERT to encode the case 
text, BERT + MLM is to use BERT to fine-tune the mask 
language model task on the case text before encoding the 
case text. Both ROBERTA [29] and ALBERT [30] are high-
performance pre-trained language models, which obtain 
state-of-the-art result on some NLP tasks. The VAE + BOW 
only considers the statistical features of word frequency.

Analysis Table 3 shows, it can be seen that neither statisti-
cal information nor content information can completely rep-
resent the case text. The accuracy of the vectors represented 
by BOW and TF-IDF is lower than the method proposed in 
this paper, and statistical information has a better effect on 
some cases with outstanding characteristics, Illegal Occu-
pies Farmland and Falsely Making out Specialized VAT 
Invoices et al. Because such cases have strong characteris-
tics and domain, often use some special vocabulary, and that 
vocabulary basically will not be described in other classifica-
tion. Therefore, such cases can be well distinguished from 
other cases. Moreover, most of these cases belong to the 
financial case, which has strong domain and professionalism.

For content information, BERT-like language model can 
capture sequence information well and has achieved good 
results in many natural language processing tasks. However, 
from the experimental results, the original BERT does not 
have a good understanding of the case text in the judicial 
field, and BERT still has some deficiencies in the field con-
tent. And using the case text to perform the mask language 
mode task on the native BERT and fine-tune it. It can be 
seen that a great improvement has been obtained, but it is 
difficult for BERT to process text with a large sequence 
length difference at the same time. BERT-like language 
models have limit for text length that sustain 512 tokens in 
one sentence. Regardless of content or length, BERT is not 
applicable to this task.

The method proposed in this paper combine both the sta-
tistical and content features, and get good results in most 
case. However, the traditional method is less effective for 
some cases that has similar findings and conclusions. Cases 
such as Illegal Manufacture Firearms and Possessing or 
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Concealing Firearms are often accompanied, so the model 
performs poorly.

4.4 � Case text representation visualization 
experiment

In order to observe the positional relationship between the 
representation of case in classifications space, this paper 
visualizes the case text representation. We use the TSNE 
algorithm to reduce the text representation to two-dimen-
sional. Then, according to different case classifications, 
using different colored points, all 20,126 cases are drawn 
in the coordinate system. On the right is the color bar to the 
case classification.

As shown in Fig. 7a, the BOW model that have no nor-
malization for data is very sensitive to noisy data. Some 
representations of long text that carry information more 
than short text is too big in value. It can be seen that some 
point away from the cluster center. As shown in Fig. 7b, 
the vector represented by the TF-IDF model has a certain 
anti-interference ability, but the distribution of TF-IDF’s 
case representation is very scattered. Repeated wording and 
similar structure lead to very similar statistical features of 
different cases.

We use BERT to perform mask language model task on 
the case text and represent the case text. As can be seen from 
Fig. 7c, the sequence information of the model can well dis-
tinguish the differences between cases. But some case texts, 

the case representation in the upper left corner of Fig. 7c, 
have poor performance. Due to the length limitation of the 
neural network model, the sequence feature representation is 
incomplete, resulting in a single region in space. As shown 
in Fig. 7d, The VAE + BOW model has good effects on noise 
and boundaries, but lacks the relationship between cases.

Figure 8 shows the method proposed in this paper to get 
the case text representation in the same embedded space, the 
method has good results for noise and boundaries. In this 
representation space also shows the relationship between 
different classification cases. As shown by the black line in 
Fig. 8, the cases to the left of the black line are Rape, Vol-
untary Manslaughter, Illegal Possessing Firearms and Illegal 
Manufacture Firearms, which all involve violent crimes, and 

Table 3   Case representation accuracy

BOW TF-IDF CBOW BERT 
(DIRECTLY)

BERT + MLM ROB-
ERTA + MLM

ALBERT + MLM + SOP VAE + BOW VAE + BOW + ATT​

Statistical feature Content feature Ours
Sales fake 

medicines
0.471 0.511 0.352 0.319 0.635 0.685 0.831 0.855 0.874

Making 
out VAT 
invoices

0.567 0.570 0.633 0.460 0.602 0.668 0.821 0.894 0.947

Rape 0.334 0.210 0.240 0.262 0.345 0.412 0.671 0.637 0.768
Voluntary 

man-
slaughter

0.346 0.219 0.206 0.372 0.511 0.564 0.735 0.691 0.772

Embezzle-
ment

0.307 0.292 0.192 0.261 0.503 0.511 0.752 0.675 0.817

Manufacture 
firearms

0.342 0.303 0.229 0.226 0.357 0.351 0.412 0.404 0.430

Possessing 
firearms

0.338 0.291 0.252 0.204 0.379 0.409 0.491 0.466 0.502

Occupies 
farmland

0.608 0.534 0.332 0.308 0.605 0.691 0.845 0.929 0.940

Funds-
raising

0.405 0.422 0.287 0.311 0.652 0.704 0.712 0.701 0.810

Business 
opera-
tions

0.345 0.260 0.177 0.160 0.347 0.349 0.353 0.350 0.356

Average 0.406 0.361 0.290 0.288 0.493 0.534 0.662 0.660 0.721

Fig. 7   VAE + ATT visualization
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have similar the findings. The Illegal Possessing Firearms 
and Illegal Manufacture Firearms have high coincidence. 
The reason is that these two cases often occur together. The 
cases on the right of the black line are all cases of economic 
crimes. The representations from our method are in line with 
the actual case. In this embedded space can explain the rela-
tionship between cases, it shows that the method can well 
represent the case text in the same space.

4.5 � Case text representation efficiency experiment

For the case representation vector, not only to consider the 
representation quality of the vector, but also the dimension 
of the representation vector of the case, lower dimensions 
can be easier when used in downstream tasks. So lower 
dimensions and better representation should be considered 
at the same time. In this experiment, we use the representa-
tion vector to perform the TSNE dimensionality reduction 
algorithm and record the time.

As shown in Table 4, for the statistical features of BOW 
and TF-IDF, the dimension of the case representation vector 
is the size of the vocabulary. The 35,281-dimensional vector 
is too long for most downstream tasks to difficult use. For 
coding such as BERT pre-training language models, recent 
research shows, the larger the representation dimension 

used by the pre-training model, the better the representa-
tion effect, 768-dimensional vector is acceptable to down-
stream tasks. The case representation vector proposed by 
the method presented in this paper is only 20-dimensional, 
which is far lower than other models.

4.6 � Case correlation experiment

Because the similarity between cases is difficult to distin-
guish, so the text manually judges whether the two cases are 
similar according to the key plot of the case. Give a target 
case text and use the method of this paper to encode, select 
the 10 cases closest to the target case representation vector, 
determine whether there is a key plot. The results are shown 
in Table 3:

Fig. 8   Other model visualization

Table 4   Representation efficiency experiment table

Dimension Cost time (s)

TFIDF/BOW 35,281 3.81E+04
BERT/ALBERT/ROB-

ERTA​
768 680

VAE 20 90
VAE + ATT​ 20 90
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It can be seen from Table 5, the model can mine the 
latent features of the case text, especially for cases with 
special criminal circumstances. Based on the above results, 
case texts with the same characteristics will have a shorter 
distance.

4.7 � Robustness experiments

To study the robustness and generalization ability of the 
model, according to the evaluate method of 3.2, the accu-
racy rate depends on how many of the closest K cases and 
the target case are similar cases. As the value of K increases, 
the higher the accuracy, the stronger the robustness of the 
model.

As shown in Fig. 9, as the value of K increases, the aver-
age accuracy of VAE decreases faster than VAE + ATT. So 
VAE + ATT is more robust than VAE. It shows that the gen-
eralization ability of this method is stronger.

5 � Conclusion and future work

This paper proposes case text embedding representation 
method based on joint VAE. Aiming at the similarity of 
structure and the repeated words, we use self-attention 
mechanism to get content feature. For different lengths of 
case texts, we use bag of words get statistical features of case 
text. For the problem that the content features and statistical 

features are not in the same space, we use VAE to align the 
two feature pairs into the same embedding space, and repre-
senting the case text as a computable vector embedded in the 
space. This paper designs experiments to explore the quality, 
utilization efficiency and generalization ability of case text 
representation. Finally, the experimental results show that 
the proposed method has a good effect on three indicators. 
This paper proves that using VAE with statistical features 
and content features can well represent the case text.

During the experiment, it was found that the existing pre-
trained language model BERT does not have a good under-
standing in the judicial field. Therefore, the subsequent work 
will design the BERT pre-training task according to the 
characteristics of the text in the judicial field, and propose a 
pre-trained judicial text representation method.
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